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ABSTRACT

In this technical demonstration, we propose a face swapping
framework, which is able to interactively change the appear-
ance of a face in the wild to a different person/creature’s face
in real time on a mobile device. To realize this objective, we
develop a deep learning-based face detector which is able to
accurately detect faces in the wild. Our face feature points
tracking system based on progressive initialization ensures
accurate and robust localization of facial landmarks under
extreme poses and expressions in real time. Relying on the
advances of our face detector and face feature points tracker,
we construct the Face Swapper which can smoothly replace
the face appearance of a user in real time.
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1. INTRODUCTION

Facial animation is one of the key components in the enter-
tainment industries. To transform an actor/actress’s facial
appearance to that of a different person/creature, in most
computer aided imagery movies, e.g. Planet of the Apes and
Avatar, an actor/actress is required to wear a facial expres-
sion capturing device which usually consists of markers on
the face and a wearable camera. The markers aim to provide
accurate tracking of facial landmarks. With recent progress
of face detection and facial points tracking, we believe that
these devices are indeed unnecessary. In this demonstration,
we show that without these expensive devices, face replace-
ment can be achieved practically on a mobile device.
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Our demonstration consists of three key tasks: face de-
tection, facial landmarks tracking and face swapping. For a
given image from a video stream, our application first de-
tects the locations of possible face images. Based on the
detected face bounding box, we first localize the 95 pre-
defined face feature points. Our feature points tracker then
smoothly track all feature points in a few milliseconds. Face
swapper is then applied to the input face with a selected
target face mask. All tasks can be performed in real time
on a recent mainstream mobile device.

2. SYSTEM

2.1 System Overview

Fig. 1 shows the flowchart of the entire system. The face
detection module is triggered periodically to save computa-
tional resources and ensure detection of new faces. Detection
process is also turned on immediately when the landmark
tracking fails. When a new face is detected, landmarks will
be first localized. For coming frames, landmark tracking
process will utilize the location information of landmarks
detected/tracked in the previous frame. This tracking per-
formance is automatically evaluated to ensure the accuracy
of landmark locations. The detected/tracked landmarks are
passed to the face swapper, by which the correspondence
between the source face and the target face can be estab-
lished. Image manipulation is then performed between the
input face and the target face.

Face

Landmark
Detection

Figure 1: System flowchart.

2.2 Face Detection

We train our face detection model on the AFLW and
Wider Face datasets with a framework similar to Faster R-
CNN [2]. However, images from both data sets are from the



Internet, mostly with good lighting conditions. The train-
ing set is expanded by adding extra face images collected by
ourselves based on application requirements. We train our
detection model on the Caffe [1] platform. A deeply opti-
mized version of key convolutional neural networks compo-
nents, e.g. convolutional layer, pooling layer, fully connected
layer, is realized for testing on the mobile devices. Our face
detection model achieves 80% recall rate with 50 false pos-
itives on the FDDB dataset. It runs at around 20 FPS on
an iPhone 6s Plus.

2.3 Facial Landmark Tracker

Accurate landmark locations and smooth tracking of the
detected landmarks are essential for a good face swapper ap-
plication. We follow the general framework proposed by [3]
for facial landmark detection and tracking. The shape re-
gressors are trained on a much larger training set. Each face
image is annotated with 95 key points including face con-
tour, eyebrows, eyes, nose and mouth lips. Xiao et al [3]
used the variance of multiple regressed shapes as a measure
of accuracy for the landmarks localized in the tracking pro-
cess. We find that it is not very robust as it may easily reject
face images with large poses. It also requires manually tun-
ing the variance threshold which is not user friendly. We
revised this process by introducing an adaption mechanism.
This makes the landmark tracking process more robust to
face images with large poses. Our optimized and revised

version of [3] runs at the speed of 125 FPS on an iPhone
6s Plus, which shows dramatic enhancement on robustness,
accuracy and speed. Fig. 2 shows that our framework can
accurately and robustly track the facial points even under
challenging conditions. Please refer to [3] for details of facial
landmarks tracking.

Figure 2: Facial landmark tracking under challeng-
ing simulations, e.g. large poses, backlit, motion and
half face. The green box indicates the face bounding
box tracked with our framework and white dots are
the localized landmarks.

2.4 Face Swapper

Based on the facial landmarks, a triangular mesh can
be easily constructed with the Delaunay triangulation al-
gorithm. In our framework, additional five points are used
to create a face bounding box and a forehead reference point
for morphing. Fig. 3 shows how the five additional points
(in red) and the triangular mesh are generated. Now we
can directly apply the triangular mesh based face morph-
ing method. However, directly transforming the target face
to a source face may distort the shape of the target face
especially when the two faces have different face sizes. To
maintain the target face’s appearance, i.e. dimension, an ad-
ditional step of warping the source face to a similar size of
the target face is performed before we transform the source
face to the target face. Face Swapper runs at a speed of 160
FPS on the iPhone 6s Plus.
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Figure 3: Key points (red and cyan dots) and trian-
gular mesh (blue lines) used for face morphing.

3. INTERFACE

Fig. 4 shows the user interface and some selected results
of the swapped face image. The user is able to select a face
mask to change his/her facial appearance. This application
can also show the facial landmarks tracked. Fig. 4 demon-
strates that our application can seamlessly swap the face of
the input image to a target face even under large poses and
expressions. More results can be found in the supplementary
material.

Figure 4: Interface of demonstration. A few masks
that have been used in this demonstration. The vi-
sual effects after face swapping for corresponding
face masks are shown here.

4. CONCLUSION

In this demonstration, we showcase an interactive face
swapper framework which runs on a mobile device in real
time. Based on our robust, accurate and computationally
efficient face detection and landmark tracking modules, our
face swapper system shows stable and nearly real facial ap-
pearance. In the future, we will introduce more features to
the face swapper, e.g. hair style.
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